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Abstract

Many words in natural language have different meanings
when used in different contexts. SenseRelate::TargetWord is
a Perl package that disambiguates a target word in context by
finding the sense that is most related to its neighbors accord-
ing to a WordNet::Similarity measure of relatedness.

Introduction
Word Sense Disambiguation is the task of identifying the
intended meaning of a given target word from the context
in which it is used. (Lesk 1986) performed disambiguation
by counting the number of overlaps between the dictionary
definitions (i.e., glosses) of the target word and those of the
neighboring words in the context. (Banerjee & Pedersen
2002) extended this method of disambiguation by expand-
ing the glosses of words to include glosses of related words,
according to the structure of WordNet. In subsequent work,
(Patwardhan, Banerjee, & Pedersen 2003) and (Banerjee &
Pedersen 2003) proposed that measuring gloss overlaps is
just one way of determining semantic relatedness, and that
word sense disambiguation can be performed by finding the
most related sense of a target word to its surrounding con-
text, using any of the measures of relatedness provided in
the freely available package WordNet::Similarity(Pedersen,
Patwardhan, & Michelizzi 2004).

These ideas are all implemented in the freely available
software package SenseRelate::TargetWord.

The Framework
The package has a highly modular architecture. The disam-
biguation process is divided into a number of smaller sub-
tasks, implemented as separate modules. Figure 1 depicts
the architecture of the system and shows the various sub-
tasks. Each of the sequential sub-tasks or stages accept data
from a previous stage, perform a transformation on the data,
and then pass on the processed data structures to the next
stage in the pipeline. A user can create her own modules to
perform any of these sub-tasks as long as the modules adhere
to the protocol laid down by the package.

Format Filter: The filter takes as input file(s) annotated
in the SENSEVAL-2 lexical sample format. A file in this
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Figure 1: Our Framework for Word Sense Disambiguation

XML–based format includes a number of instances, each
one made up of 2 to 3 lines of text where a single target word
is designated with an XML tag. The filter parses the input
file to build data structures that represent the instances to be
disambiguated, which includes a single target word and the
surrounding words that define the context.

Preprocessing: SenseRelate::TargetWord expects zero or
more text preprocessing modules, each of which perform a
transformation on the input words. For example, the Com-
pound Detection Module identifies sequences of tokens that
form compound words. Multiple preprocessing modules can
be chained together, the output of one connected to the input
of the next, to form a single preprocessing stage. For exam-
ple, a part of speech tagging module could be added after
compound detection.

Context Selection: The standard context selection mod-
ule that is provided takes as input the target word and all
the words in its surrounding context. The module then se-
lects n words (including the target word) from this list and
sends this list on to the next module for disambiguation. Ide-
ally these words would be the most indicative of the correct
sense of the target word.

In the simplest case, we could select n − 1 words nearest
to the target word. However, we could incorporate some in-
telligence into the context selection. For example, we could
select the n− 1 nearest nouns having a high term frequency
to document frequency ratio.

Sense Inventory: After having reduced the context to
n words, the Sense Inventory stage determines the possible
senses of each of the n words. This list can be obtained from
a dictionary, such as WordNet.

In our system, this module first decides the base (unin-



flected) form of each of the n words. It then retrieves all
the senses for each word from the sense inventory. We use
WordNet for our sense inventory.

Postprocessing: Some optional processing can be per-
formed on the data structures generated by the Sense Inven-
tory module. This would include tasks such as sense prun-
ing, which is the process of removing some senses from the
inventory, based on simple heuristics, algorithms or options.
For example, the user may decide to preclude all verb senses
of the target word from further consideration in the disam-
biguation process.

Sense Selection: The disambiguation module takes the
lists of senses of the target word and those of the context
words and uses this information to pick one sense of the tar-
get word as the answer. Many different algorithms could be
used to do this. We have modules Local and Global that
(in different ways) determine the relatedness of each of the
senses of the target word with those of the context words,
and pick the most related sense as the answer. These are
described in greater detail by (Banerjee & Pedersen 2002).

Using SenseRelate::TargetWord
SenseRelate::TargetWord can be used via the command-line
interface (disamb.pl), a graphical interface, as well as a pro-
gramming API.

The command-line interface disamb.pl takes as input a
SENSEVAL-2 formatted lexical sample file. The program
disambiguates the marked up word in each instance and
prints to screen the instance ID, along with the disam-
biguated sense of the target word. Many command line op-
tions are available to control the disambiguation process.

SenseRelate::TargetWord is distributed as a Perl package.
It is programmed in object-oriented Perl as a group of Perl
classes. Objects of these classes can be instantiated in user
programs, and methods can be called on these objects.

We are currently developing a graphical interface for the
package in order to conveniently access the disambiguation
modules. The GUI is being written in Gtk-Perl – a Perl API
to the Gtk toolkit. Unlike the command line interface, the
graphical interface will not be tied to any input file format.
The interface will allow the user to input text, and to select
the word to disambiguate.

Related Work
One of the first approaches to Word Sense Disambiguation
that used content from a dictionary was that of (Lesk 1986),
which treated every dictionary definition of a concept as a
bag of words. To identify the intended sense of the target
word, the Lesk algorithm would determine the number of
word overlaps between the definitions of each of the mean-
ings of the target word, and those of the context words.
The meaning of the target word with maximum definition
overlap with the context words was selected as the intended
sense.

(Wilks et al. 1993) developed a context vector approach
for performing word sense disambiguation. Their algorithm
built co-occurrence vectors from dictionary definitions using
Longman’s Dictionary of Contemporary English (LDOCE).

They then determined the extent of overlap between the sum
of the vectors of the words in the context and the sum of the
vectors of the words in each of the definitions (of the target
word). For vectors, the extent of overlap is defined as the
dot product of the vectors. The meaning of the target word
that had the maximum overlap was selected as the answer.

More recently, (McCarthy et al. 2004) present a method
that performs disambiguation by determing the most fre-
quent sense of a word in a particular domain. This is
based on measuring the relatedness of the different possi-
ble senses of a target word (using WordNet::Similarity) to a
set of words associated with a particular domain that have
been identified using distributional methods. The related-
ness scores between a target word and the members of this
set are scaled by the distributional similarity score.
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SenseRelate::TargetWord is written in Perl and is freely
distributed under the Gnu Public License. It is available via
SourceForge, an Open Source development platform1, and
the Comprehensive Perl Archive Network (CPAN)2.
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